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1.1 - Physical System Architecture
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Hardware Links (Click to Follow Link)

S2S (T41S-2U)
2U 4-Node Server Featuring Highest
Compute Density

S2P (T21P-4U)

Ultra-Dense Extreme Performance
Storage Server
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1.2 — OpenQRM High Level Architecture

=

T Management Plane
M1 M2 = The Management Plane is where OpenQRM Client runs on a
g virtual machine.
OpenQRM } = - Q
M % The OpenQRM Client executes on the two management nodes
=3 (M1 and M2) and the OpenQRM VM Image is stored in a VM
N : == Repository Server (VMRS) to create proper redundancy.
: =
L_egm : J e Administrator View -
Management Plan : : i i) Note that another VM Repository Server can be added for extra
anageme ane VMRS ™ VMRS ! g redundancy.
M1 = Management1 Node ( Ti9r1 ) P 1 [¢]
VI\THZ; ys&ag‘gggg}fw%ggé: %??91,,)1 ) : Extra Distributed VM Repository Worker Plane
RLN = Resource Linking Node ( Tier 1) Server can be added for redundancy
_ The Worker Plane contains the S2S Tier 1 (T1) and S2P Tier 2
Worker Plane T (T2) Worker nodes involving both storage and compute
: resources.
T1 =Tier 1 Node ( Fastest St -88D e
T2 Z Tior 2 Nods { Slowest Storage - HDD ) RLN
The Resource Linker node exposes storage and compute
E resources from the Tier 1 (T1) and Tier 2 (T2) Nodes to
,% OpenQRM through the OpenQRM KVM and local-server plugin.
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S2S Nodes S2P Nodes


mailto:info@hyperscalers.com
https://www.hyperscalers.com/hyperconverged-multi-node-4N-SSD-servers-hyper-converged-SDS-SDC/quanta-qct-server-quantaplex-t41s-2u-(4-node)-t41s2u-buy-hyper-converged-dell-g4-emc-scale-io
https://www.hyperscalers.com/storage/storage-servers/Quanta-QCT-storage-server-QuantaPlex-T21P-4U-T21P4U-buy-distribution-USA-S2P
https://www.hyperscalers.com/storage/storage-servers/Quanta-QCT-storage-server-QuantaPlex-T21P-4U-T21P4U-buy-distribution-USA-S2P

Phone: +61 1300 113 112
Email: info@hyperscalers.com

2.0 — Hardware Checks

Solving Information Technology’s Core
Problem, the Problem of Complexity

(

EEHYPER
SCALERS

W
e

This is a list of hardware that resides in each node and how it should appear when viewing hardware

population and information

2.1-CPU

Every Node, whether it is an S2P or S2S Node, houses two Xeon E5-2630 v4 CPUs

2.2 —RAM

RAM Differs depending on the node. RAM information was checked through the BMC

2.2.1 —Management Nodes
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2.3—=NIC

All nodes are running the same Dual SFP NIC.

2.4 — Storage Card

2.4.1 — Management and Tier 1 Nodes
Management and Tier 1 nodes all house a 3108 storage card

2.4.2 —Tier 2 Nodes
Tier 2 Nodes house a 3008 storage card

" Symbios Logic SAS53008 PCI-E

2.5 — Disks

Please refer to the Physical Architecture diagram in Section 1.1 for further disk information.

2.5.1 — Management Nodes
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3.0 — Network Switches and Cumulus Set up

3.1 — Network Topology Introduction

The network topology for the OpenQRM cluster can be configured with switch redundancy on both
Management and Data path traffic. The commands and tutorial documentation to achieve this are
described in the “Cumulus Linux User Guide”, which can be downloaded from the following link to
the Cumulus Website:

https://docs.cumulusnetworks.com/display/DOCS/Cumulus%2BLinux%2BUser%2BGuide

3.2 — Network Topology Explanation

S1 S2 M1

L1 L2 M2

The management switches (M1 and M2) provide 1G ports to connect the BMC port of each node.

The leaf switches (L1 and L2) connects 25G ports to the 10G data ports of each node (The 25G ports
are downgraded to 10G before data ports are connected to the switch). The Spine switches (S1 and
S2) are used to aggregate the data path to the leaf switches. The MLAG configurations of both the
data and management paths provides network redundancy for the appliance.

The uplink from the management switches should connect to a 1G backplane.
The uplink from the management switches should connect to a 40G backplane.

Within the lab setup, all switches were configured (M1/M2, L1/1L2, S1/S2) and connected the BMC
and data ports respectively.

11
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3.3 — Configuring Management Switches
1 — Firstly, connect a serial to USB cable to the console port behind the switch and an ethernet cable
to the ethO port.

2 — PuTTY (Refer to section 7.0 for download link) is an example of an application that can be used to
access the Com ports on the switches. Refer to the information panel on the switch for console port
connection information.

Gtop Bits:
@ow Control: None )

3 — Refer to “Serial Console Management” and “Wired Ethernet Management” sections of the
cumulus user manual to configure the management ports.

4 — Once the ethO port has been configured, the switch can be accessed through an SSH Client (Such
as PuTTY) and configure ports individually.

5 — As seen in the screenshot below, the BMC of two nodes are connected to two switch ports (swp2
and swp3). Their state is shown as up after configurations have been set.

6 — The switch port (swp1) is connected to an external switch as an uplink. This also provides DHCP
for the whole 1G management path.

12
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3.4 — Configuring Data Path (Leaf/Spine) Switches

3.4.1 — Connections and Configuration
1 — Connect each spine switch to the uplink via 40G QSFP or a 10G break-out cable. This will provide
uplink traffic for all data path nodes via the leaf switches.

Refer to the chapter “Configuring Breakout Ports with Splitter Cables” in the user manual to
configure the uplink traffic.

2 — Each node has 2 ports to carry data with a 10G SFP Interface. In the MLAG setup; one port should
be connected to one leaf switch with the other port connecting the other leaf switch.

As an example, the first 10G port on a management node can be connected to the swp1l of the first
leaf switch and the second 10G port can be connected to the swp1l of the second leaf switch. This
configuration provides redundancy at the network card level for the data path.

—In the Lab environment, the leaf port is connected to the spine with the 40G swp49 and all 10G
ports are configured in bridge mode to carry the data traffic from the nodes to the leaf switch and to
the uplink.

Spine switch port configuration

13
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Spine switch bridge configuration

M
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Leaf Switch Port configuration
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3.4.2 — Commands
1 — Default Credentials for Login:

Username: cumulus
Password: CumulusLinux!
2 — Command List for Spine Switch Configuration (Please run use sudo when required)

cumulus@cumulus:~$ net show interface all
cumulus@switch:~$ net add interface swpl-32
cumulus@switch:~$ net pending

cumulus@switch:~$ net commit

cumulus@cumulus:~$ net add interface swpl link speed 40000
cumulus@cumulus:~$ net add interface swpl link autoneg off
cumulus@cumulus:~$ net commit

cumulus@cumulus:~$ net add interface swp2 link speed 40000
cumulus@cumulus:~$ net add interface swp2 link autoneg off
cumulus@cumulus:~$ net commit

cumulus@cumulus:~$ net add bridge bridge ports swpl,2
cumulus@cumulus:~$ net pending

cumulus@cumulus:~$ net commit

cumulus@cumulus:~$ sudo net show interface swp2
cumulus@cumulus:~$ sudo net add bridge bridge ports swpl, 2,49
cumulus@cumulus:~$ net pending

cumulus@cumulus:~$ net commit

3 — Command List for Leaf Switch Configuration (Please run use sudo when required)

cumulus@cumulus:~$ net show interface all
cumulus@cumulus:~$ net add interface swpl-56
cumulus@cumulus:~$ net pending

cumulus@cumulus:~$ net commit

cumulus@cumulus:~$ net add interface swp49 link speed 40000
cumulus@cumulus:~$ net add interface swp49 link autoneg off
cumulus@cumulus:~$ net commit

cumulus@cumulus:~$ net add interface swpl link speed 10000
cumulus@cumulus:~$ net add interface swpl link autoneg off
cumulus@cumulus:~$ net commit

cumulus@cumulus:~$ net add interface swp2 link speed 10000
cumulus@cumulus:~$ net add interface swp2 link autoneg off
cumulus@cumulus:~$ net commit

cumulus@cumulus:~$ sudo ip link set swpl up
cumulus@cumulus:~$ net pending

cumulus@cumulus:~$ net commit

cumulus@cumulus:~$sudo ifdown swpl

cumulus@cumulus:~$sudo ifup swpl

cumulus@cumulus:~$sudo net show interface swpl

16
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4.0 — Debian Install Process

Due to the Debian process’s similarity to each other, | will show one install process that can be done
on all nodes and then show the differences

4.1 — Preparations

4.1.1 Preparing Installation Media

Firstly, a Debian 9.5.0 ISO Image needs to be copied to a DVD, USB Flash Drive or other storage
media that be connected to the associated nodes for installation. In this installation, the Windows
version of Rufus 3.3.1400 was used with a USB Flash drive. Thus, the copying of the Debian Image
will be shown below using Rufus 3.3.1400.

1 - Firstly, insert USB Drive.

2 - The USB Flash drive should appear in the

Device field. Be sure to select the correct drive
2 - Start the Rufus Application. - in the drop-down menu.

.
# Rufus 3.3.1400 x Device
Drive Properties —08 —77 8 — BACKUP (E:) [32 GB] ~
Device
BACKUP (E}) (32 GB]
Boot selection
|Disk or 150 image (Please select) i~ @ SELECT
Partition scheme Target system
v Show advanced drive properties
Format Options ——— 3 - Click the Select button

Volume label

File system Cluster size
FAT32 (Default 16 kilobytes (Default

Boot selection
Disk or 1SO image (Please select) “| ) SELECT l,\\,

~ Show advanced format options

Status

READY

CLOSE

1 device found I

4 - Find and Select the Debian ISO

I debian-9.5.0-amd64-netinst I

6 - The following message may appear, select
Write in 1ISO Image mode (Recommended) if it 5 - Click the Start button

has not already and click the OK button. SRS

READY
The image you have selected is an ‘ISOHybrid’ image. This means it can be .
¢ ( Y = B START CLOSE
written either in 1SO Image (file copy) mode or DD Image (disk image) mode N
Rufus recommends using ISO Image mode, 50 that you always have full access to Lart the formatting operation. |

the drive after writing it
However, if you encounter issues during boot, you can try writing this image
again in DD Image mode.

1 device found

Please select the mode that you want to use to write this image:

(@ Write in 1SO Image mode (Recommended

O write in DD Image mode 7- Another Message will appear warning
[ o l}. Cancel - that all data on the drive will be

destroyed. Click the OK button.

I OK Cancel I
8 - The ISO will be written to the USB «

Flash Drive. Once completed, it will be
ready for the node installation. 17
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4.1.2 Preparing the node for USB Boot

The nodes may need to be configured to boot from the USB. Insert the USB Flash Drive Boot into the
BIOS.

1 - Firstly, make sure that UEFI mode is enabled on the associated node. This can be seen under the
Boot Category and in the Boot Mode Select Option. Boot Mode Select should be set to UEFI. A
Reboot may be required for the option to take effect if it had to be changed.

setup Prompt Timeout

2 - Now head to the Save & Exit Category and the USB Drive should appear within the list near the
bottom of the BIOS screen. Select this USB Drive to boot to it.

Aptio Setup Utility - Copyright (C) 2016 American Megatrends, Inc.

LUEFI: SanDisk, Partition 1
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4.1.3 —Boot Screen
The boot screen for Debian should now appear. Select the Install Option.

Dehian GNU/Linux 9.5.@

Debian GNU/Linux UEFI Installer menu

Graphical install
Install

Advanced options ...

Install with speech SuUfthesis

Enter

= GRUB™ Cemmand
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4.2 — Debian Installation Process

4.2.1 —Select Language, Location and Keyboard Layout
Note that this process may be slightly different depending on location

1 - Select Language

1 [11] select a language F

i the Lacsionts o b g for ! Lrmakinti process. The Swiactad laniimse il abso b the dnfmilt Tewmes
o toe s taL e mikten
Larguage:

- No localizatlon
- Shaip

- e
- Asturimy
Euskara

- Benopycren
- Bosanski

Catalen - cat
Chinese (Sirplifies) -
Chinesa (Traditionall -
croatian - v

Czecn
ganish

- Kurci
Latvimn - Latuiskl

2 - Select Location 3 —Select Keyboard Layout

[11) Configure the keyboard

1 (1] Select your locatian

The salected Jocation ulll be USed th set your Line Zine And Bl for EXAMLE th NeLp Seléct The system lacels.
Norwelly this should be the country where you

sosnien
This 1s & shortlist of incations based on the language you selected. Coosa "other” if your location is not listed.

it Eratish
Country, territory o area: Bulgarian (806 Lot

ot
Bulgrin {amanetic. lauout)
fntigua, o garbucn

Commion
Canstian ) uuwm

eria
Philispines

ingapore.
South Rrica
inited in

Zenbia
2Ztnbatue
ather
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4.2.2 — Configure Networking
1 - Select ens20f0 as the network adapter, this should be the first connection on the NIC.

This should correspond to the physical connection on the NIC on the back of the node.

2 - After selecting the primary network interface, the network should be automatically configured
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4.2.3 — Hostnames and Domain Names
1 - This is where each node will differ slightly as each node will have a different hostname.

These were the hosthames can be used for each of the nodes involved in the architecture:

e Management Plane Nodes
o managementl
O management2

O vrms
o frln
o  Worker Plane Nodes
o S25-T1-1
o S2S-T1-2
o S25-T1-3
o S2S5-T1-4
o S2P-T2-1
o S2P-T2-2
o S2P-T2-3
o S2P-T2-4

2 - Don't enter anything for this screen, press the Enter key to skip through.
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4.2.4 — Set up Root Password
Set your password of choice. The password we used for our appliance build was admin.
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4.2.5 —Set up User name and User Password
1 — Set the user name. For our build we used storagedata

2 — Set up the user password. Again, we used admin
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4.2.6 —Set up Location and Clock

These are the screens that appeared for us as we are in Australia. Thus, this will differ slightly
depending where you are in the world.

1 —Select your Time Zone
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4.2.7 — Partitioning the Storage for the Operating System
The partitioning of storage differs across many different nodes. Hence, this section is split up in the
different ways to partition storage for the different nodes.

Please proceed to section 4.2.7.1 for nodes that use a 3108 card and section 4.2.7.2 for nodes that
use a 3008 card.

4.2.7.1 — Nodes with 3108 Card
All nodes with the 3108 RAID Controller Card are partitioned the same way. These apply to the
nodes:

e Management 1
e Management 2

e VMRS

e RLN

e S25-T1-1
e S525-T1-2
e S525-T1-3
e S525-T1-4

1 —Select Manual for the partitioning method.

2 — Select the full 150GB drive as seen in the screenshot.
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3 —Select Yes if this message appears. Do note that all data will be erased from the drive.

4 — Select the free space that was created on the 150GB Drive.

5 —Select Create a new partition

6 — Make this partition 512MB
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7 — Select Beginning

8 — Set the type of Partition to EFI System Partition

9 — Make sure that the bootable flag is on
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10 — Select Done setting up the partition

11 - Create a new ext4 partition with the size of 130GB. Follow steps 1 to 8, except change the fields
to reflect the screenshots below.
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12 - Create a new swap partition with the size of 19GB. Follow steps 1 to 8, except change the fields
to reflect the screenshots below.
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13 — Back on the main partitioning screen, you should see the three partitions that were created,
their sizes and their types. Select Finish partitioning and write change to disk.

14 — Select <Yes> to write the partition changes to disk

15 — The partitioning will begin, and core files will be installed. This may take some time.
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4.2.7.2 — Nodes with 3008 Card
All nodes with the 3008 card are partitioned the same way. These apply to the nodes:

e S2P-T2-1
o S2P-T2-2
e S2P-T2-3
e S2P-T2-4

1 — Select Manual for the partitioning method.

2 — Partition an EFI System Partition with the size of 512MB on the first drive
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3 — Partition a swap area on the first OS SSD with a size of 19GB
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4 — Partition a swap partition on the second OS SSD with a size of 19.5GB
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6 — Configure a RAID on the remaining disks, mimicking the configurations seen in the screenshots
below
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{ [V!] Partition disks |

FPlease choose the tupe of the software RAID device to be created.
Software RAID dewvice tupe:

RAIDO
RATD 1|
RAIDS
RATDE
RAID10

<Go Back:

1 [T Partition disks |

The RAIDL array will consist of hoth active and spare devices. The active devices are those used, while the spare
devices will only be used if one or more of the active devices fail. A minimum of 2 active devices is reguired.

NOTE: this setting cannot be changed later.
Mumber of active devices for the RAID1 array:

<Go Back> <Continue>

— 1 [I!] Partition disks |

Number of spare dewvices for the RAIDL array:

<Go Back: <Continues

| V1] Partition disks |

You hawve chosen fto create a RAIDL array with 2 active devices.
Please choose which partitions are active devices. You must select exactly 2 partitions.

Active devices for the RAID1 array:

<Go Back: <Continues

{ [11] Partition disks |

Before RAID can he configured, the changes have to be written to the storage devices. These changes cannot be
undane.

When RAID is configured, no additional changes to the partitions in the disks containing physical volumes are
allowed. Please convince yourself that you are satisfied with the current partitioning scheme in these disks.

The partition tables of the following devices are changed:
8CSI6 (0,0,0) (sda)
SCSIT (0,0,0) (sdh)

Write the changes to the storage devices and configure RAID?

<No>
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7 — Create an ext4 partition on the RAID 1 Drive with a size of 130GB
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8 — Finalize the configuration

9 — The partitioning will begin, and core files will be installed. This may take some time.
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4.2.8 — Package Manager Configuration and Selecting packages
This involves selecting the closest mirror to receive the best update speeds for required packages.
We selected Australia as that is where we reside. Try to pick a mirror that is closest to you.

4.2.8.1 Selecting a mirror
1 - Select Closest/Residing Country

2 — Select mirror.
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3 —This screen will appear during the package manager configuration. Press the Enter key to skip
through

4 - Proceed to Section 4.2.8.2 for management nodes
Proceed to Section 4.2.8.3 for all other nodes
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4.2.8.2 Software Selection — Management Nodes

1 - For the two management nodes, we added a Debian desktop environment as well as the SSH
Server and standard system utilities. Press the Space bar to select and unselect software packages.
Press the Enter Key to Continue.

2 — Proceed to Section 4.2.8.4

4.2.8.3 — Software Selection — All other nodes

1 —For all other nodes, we only selected the SSH Server and Standard System Utilities. A Debian
desktop environment is not required for these nodes. Press the Space bar to select and unselect
software packages. Press the Enter Key to Continue.

2 — Proceed to Section 4.2.8.4
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4.2.8.4 — Updates from mirror
Updates and required base packages will now download from the chosen mirror. This will take some
time.
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4.2.9 — Finalizing the Installation

1 — Once the installation is complete. This screen will appear. Simply select Continue to end the
installation process. Now remove the USB Flash Drive to prevent the Debian installer from booting
again.
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5.0 = OpenQRM Installation

This section will cover the Entire OpenQRM Installation for all nodes.

5.1 —= OpenQRM Management Group Architecture

The OpenQRM Management Group includes the architecture for the two management nodes and
how they manage their High Availability functionality. As seen in the diagram, the OpenQRM Server
with the grey tint, is set up on the Management 2. This will take over if the OpenQRM Server running
on Management 2 were to stop running.

OpenQRM Management Group

To other nodes

P

Network

OpenQRM Files

Ubuntu 16.04 Operating
System Files

OpenQRM Server NFS Partition Export

Running Ubuntu 16.04 Debian 9.5.0

NFS Partition Mount VRMS NFS Partition Mount

QEMU KVM QEMU KVM

Pacemaker Pacemaker
Corosync Corosync

Debian 9.5.0 Debian 9.5.0

Management 1 Management 2

Legend
Whaole Node Network

|:| MFS Partition or Mount

Software

|:| Software running in VM

i Mot running, but High Availability Swap
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5.2 = OpenQRM Worker Architecture
The OpenQRM Server (In purple) includes the functionality of the HA and other services in the
OpenQRM Management Group. All Major Storage partitions (8TB for $25-T1-1/2/3/4 Nodes and 48
TB for S2P-T2-1/2/3/4 Nodes) for each node have been exported as an NFS to the RLN Node. This is
to allow OpenQRM create large combined storage pool using all the node’s storage available.
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NFS
Partition
Mount

OpenQRM |_|
Client

OpenQRM Management Group

OpenQRM Server

Debian 9.5.0

RLN

NFS Partition| OpenQRM
Server (8TB) Client

Debian 9.5.0

S2S-T1 (x4)

NFS Partition
Server (48TB)

Debian 9.5.0

S2P-T2 (x4)

OpenQRM
Client
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Whaole Node Network

|:| MFS Partition or Mount
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I:I Software running in VM

0 Mot running, but High Availability Swap
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5.3 —=0penQRM Installation Preparation (Management Nodes)
Debian (with a graphical desktop) should now be installed on both Management Nodes. This will
follow the installation of both nodes, differences will be noted throughout this guide.

1 - Open a terminal on the management node or SSH using an SSH Client

2 — Make sure you have root privileges. Enter su into the terminal and provide the password admin
when prompted.

:~% su
Password:
root@nanagementl: /home/storagedata# ||

5.3.1 —Installing required packages
1 — Enter the following into the terminal (All one line):

e apt-get update && apt-get upgrade && apt-get install vim net-tools bridge-utils nfs-
common -y

root@management?: /home/storagedata# apt-get update && apt-get upgrade && apt-get
install vim net-tools bridge-utils nfs—u:-mm::nr'

The system will update itself and install all the required packages. This will take some time

Get:2 http://ftp.au.debian.org/debian stretch/main amd64 vim amd64 2:8.0.0197-4+deb9ul [1,034 KB]
Fetched 6,441 kB in ©s (6,557 kB/s)

Selecting previously unselected package vim-runtime.

(Reading database ... 125348 files and directories currently installed.)

Preparing to unpack .../vim-runtime 2%3a8.0.0197-4+deb9ul all.deb ...

[Adding 'diversion of /usr/share/vim/vim80/doc/help.txt to fusr/share/vim/vim80/doc/help.txt.vim-tiny by
vim-runtime'

Adding 'diversion of fusr/share/vim/vim80/doc/tags to /usr/share/vim/vim80/doc/tags.vim-tiny by vim-runt
ime’

Unpacking vim-runtime (2:8.0.0197-4+deb9ul) ...

Selecting previously unselected package wvim.

Preparing to unpack .../vim 2%3a8.0.0197-4+deb9ul amd64.deb ...

Unpacking vim (2:8.0. 019? 4+deb9ul) ...

Processing triggers for man-db (2.7.6.1-2) ...

Setting up vim-runtime (2:8.0.0197-4+deb%ul) ...

Setting up vim (2:8.0.0197-4+deb9ul) ...

update-alternatives: using /usr/bin/vim.basic to provide /usr/bin/vim (vim) in auto mode
update-alternatives: using /usr/bin/vim.basic to provide /usr/bin/vimdiff (vimdiff) in auto mode
update-alternatives: using /usr/bin/vim.basic to provide /usr/bin/rvim (rvim) in auto mode
update-alternatives: using /usr/bin/vim.basic to provide /usr/bin/rview (rview) in auto mode
update-alternatives: using /usr/bin/vim.basic to provide /fusr/bin/vi (vi) in auto mode
update-alternatives: using /usr/bin/vim.basic to provide /usr/bin/view (view) in auto mode
update-alternatives: using Jusr/bin/vim.basic to provide /usr/binfex (ex) in auto mode
root@managementl: /home/storagedata#
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5.3.2 — Network Setup
1 — Enter the following into the terminal

e  brctl addbr brO
e brctl addif brO ens20f1
o brctl show

The following table should appear after entering brctl show

This confirms that the bridge has been successfully added

2 — Open /etc/network/interfaces in a text editor. | used vim to edit this file:

e Vi /etc/network/interfaces

Modify this file to reflect the screenshot below

3 — Reboot the system
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5.3.3 = Copying the OpenQRM Installer

The OpenQRM Installation file can be copied to the first management node in many ways. | used an
application called WinSCP. This is how | copied the OpenQRM Installation file.

1 — Open WinSCP and type the IP address of first Management node. It was 192.168.18.219 in this

case.
& Login — X
E New Site Session
File protocol:
T ~
Host name: Port number:
[192.168.18.219] | 2]
User name: Password:
Save v Advanced... |V
Toos v Manage v logn |} Close Help

2 —Click the Login Button

3 — This Dialog may appear.

1 WARNING - POTENTIAL SECURITY

Copy key fngerpts to dpacard

= el [T% elp

4 - If it does appear, click the Update button
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5 —Type in the username for the management node. In this case, it was storagedata.

6 — Type in the password for the management node. In this case, it was admin

Username - 192.168.18.219

A Searching for host...
&I—I Connecting to host...

Authenticating...

Username:

*

|sb3ragedaﬂ

Password - 192.168.18.219

Searching for host...
g Searching for hos
|3| - Connecting to host...
Authenticating...

assword:

s

7 — WinSCP should set the default directory to show. Drag and drop the OpenQRM-Enterprise-

Appliance-X.X.X.tgz file into the storagedata home directory in WinSCP.

openCRM-Enterprise-Appliance-3.3.6.6gz

.....

PP

Documents
Downloads
Music
Pictures
Public
Templates

Yideos
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8 — Wait until the transfer is finished

:_f—_—‘ File: \...\openQRM-Enterprise-Appliance-5.3.6.tgz

= Target:  /home/storagedata/
Time left: 0:00:55 Time elapsed: 0:05:5
Bytes